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Progress of Notable ML Models

“The AI Index 2024 Annual Report,” Institute for 
Human-Centered AI, Stanford University

The most recent 
notable ML models 

are multimodal ones!

2
Why MMMU?Introduction ConclusionHow to improve MM reasoning?



Multimodal Models Empower Real-world Apps

https://openai.com/index/hello-gpt-4o/ https://deepmind.google/technologies/gemini/ 
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Levels of AGI

5
Level 5: Superhuman
outperforms 100% of humans

3

Level 3: Expert
at least 90th percentile of 
skilled adults

1Level 1: Emerging
equal to or somewhat better than an 

unskilled human

4
Level 4: Virtuoso

at least 99th percentile of skilled adults

2
Level 2: Competent

at least 50th percentile of skilled adults

Morris, Meredith Ringel, et al. "Levels of AGI: Operationalizing Progress on the Path to AGI." ICML 2024

“The substitution threshold for machine 
intelligence in lieu of human labor”

Therefore, it is of both intellectual and societal 
importance to closely monitor the progress 
towards Expert AGI.
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Measuring Expert AGI?

Level 3: Expert AGI 
(>=90% skilled adults)
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Existing MM Benchmarks

(Singh et al., 2019)
TextVQA

VQA
(Antol et al., 2015; 
Goyal et al., 2017)

(Liu et al., 2023)

MMBench

ScienceQA
(Lu et al., 2022)

MM-Vet
(Yu et al., 2023)
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Measuring Expert AGI

Level 3: Expert AGI 
(>=90% skilled adults)

College-level exams
(evaluate human intelligence)

Diverse Disciplines 
(Breadth)

Complex Reasoning
(Depth)

7
Why MMMU?Introduction ConclusionHow to improve MM reasoning?



MMMU: multi-discipline multimodal 
understanding and reasoning

● 11.5K college-level problems across six 
broad disciplines and 30 college subjects

● 30 heterogeneous image types

● Interleaved text and (multiple) images

● Expert-level perception and reasoning rooted in 
deep subject knowledge

(Breadth) (Depth)
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Discipline

Sampled MMMU examples from each discipline
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Multiple-choice

Open

Subject 
Subfield

Image Type
Difficulty
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Claude 3

Yi-VL

Go-to-evaluation by Industrial Developers

Gemini

Qwen-VL

Reka Core

GPT-4o

05/2024
04/2024

03/2024

12/2023

12/2023

12/2023

10
Why MMMU?Introduction ConclusionHow to improve MM reasoning?



MMMU in the Community
● EvalAI 

● 130+ Models
● 2500+ Submissions

● Hugging Face

● 160K+ Downloads Last Month
● 700K+ Downloads in Total
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Mentioned by AI blogs, posts, and reports
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Why MMMU?

● Rigorous Data Curation Process and High-Quality Data

● Effective Suite for Tracking Multimodal Model Development 

● Excellent Model Diagnosis Tool
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Why MMMU?

● Rigorous Data Curation Process and High-Quality Data

● Effective Suite for Tracking Multimodal Model Development 

● Excellent Model Diagnosis Tool
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Data Curation Pipeline
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Statistics of MMMU

16

Question Difficulty
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Why MMMU?

● Rigorous Data Curation Process and High-Quality Data

● Effective Suite for Tracking Multimodal Model Development 

● Excellent Model Diagnosis Tool
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Tracking the development of multimodal models

Both open-source and proprietary models have 
made significant progress in the past few months.
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Open-source VS. Proprietary
The gap between open-source and proprietary 
models was closing but has recently widened 
again after the release of GPT-4o.
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Open-source VS. Proprietary

Even the best proprietary model, GPT-4o, still has 
significant gaps compared to human experts
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Why MMMU?

● Rigorous Data Curation Process and High-Quality Data

● Effective Suite for Tracking Multimodal Model Development 

● Excellent Model Diagnosis Tool

21
Why MMMU?Introduction ConclusionHow to improve MM reasoning?



Subject-specific Accuracy

○ The gap between the best models and human experts is not large.

○ The difference between open-source and proprietary models is not significant.
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Subject-specific Accuracy

○ The gap between the best models and human experts is significantly large.

○ Models struggle with these subjects, which involve more complex reasoning questions

23
Why MMMU?Introduction ConclusionHow to improve MM reasoning?



Difficulty-specific Accuracy

24

GPT-4V outperforms open-source models on easy and medium-level tasks, while all 
models struggle with hard examples.
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Image Type-specific Accuracy
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Tables, plots, and domain-specific images

26

GPT-4V is better at comprehending tables, plots and domain-specific images 
compared with open-source models.
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Single-image V.S. Multiple-image

27

● Models generally struggle with reasoning over multiple images
● VILA performs notably better in this area
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Error Analysis

Error distribution over 150 annotated 
GPT-4V errors (root cause)

Perceptual Errors (35%): 
- Basic perceptual errors: fails in elementary 

visual interpretation
- Prioritizing textual over visual inputs
- Grounding and referring issues

Lack of Knowledge (29%): 
- Knowledge is the foundation of 

domain-specific perception and reasoning

Reasoning Error (26%):
- Models struggle with complex reasoning 

and long calculation chains
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29

Language as Vehicle: Model can explain what it 
sees and the rationale for its prediction
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Lack of deep subject 
knowledge could 
lead to perception 
and reasoning errors
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Knowledge is the foundation for perception and reasoning 
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Grounding and referring is challenging
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GPT-4V demonstrates moments of excellence in complex reasoning but tends to falter 
with extended reasoning chains or excessive calculations.
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Complex Reasoning
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How to improve the model’s reasoning capability?

https://llava-vl.github.io/blog/2024-05-25-llava-next-ablations/ 

LLaVA NEXT with Different Sizes of LLMs 

Models Image 
Encoders

LLMs MMMU 
(test)

VILA1.5-3B SigLIP-so400 Sheared-LLaMA-2.7B 30.8

VILA1.5-8B SigLIP-so400 Llama3-8B 36.0

VILA1.5-13B SigLIP-so400 Vicuna-13B 33.6

VILA1.5-40B InternViT Yi-34B 46.9
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VILA 1.5 with Different Image Encoders and LLMs

https://github.com/NVlabs/VILA 

The MMMU performance shows a clear scaling effect with the LLM size

● Larger and more capable LLM
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How to improve the model’s reasoning capability?
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● High-quality (synthetic) data

● Synthetic captions by LLaVA-NEXT-34B 

● Images are from COCO118K, BLIP558K, 
and CC3M

● Fine-tune a 7B model on the synthetic data

(Figure is re-plotted based on a LLaVA 1.6 ablation result)

The MMMU performance shows a 
clear scaling effect with an 
increased number of high-quality 
(synthetic) data.
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How to improve the model’s reasoning capability?
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Vision
Encoder

Encoder
size

Visual 
Tokens

Res.
(px)

MMMU
(dev)

CLIP-L 0.3B 256 448 38.2

EVA-02-E 4.7B 256 448 33.6

EVA-8B 8B 256 448 35.0

Vision
Encoder

Encoder
size

Resolution
(px)

MMMU
(dev)

CLIP-L 0.3B 336 38.1

SigLIP 0.4B 384 40.1

Idefics 2 0.4B Up to 980 41.1

● Image Encoders, Resolution, Visual Tokens 

Vision
Encoder

Model
size

Visual 
Tokens

MMMU
(dev/test)

Idefics 2 0.4B 64 43.5/37.9

Idefics 2 0.4B 320 43.0/37.7

● Good vision encoders, utilizing better pretrained 
data and higher resolution, improve performance

● Scaling vision encoders has a minimal impact

● Increasing visual tokens offers little benefit
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(Numbers are copied from LLaVA 1.6 ablation result) (Numbers are copied from the MANTIS paper)

(Numbers are copied from the IDEFICS2 paper)

https://llava-vl.github.io/blog/2024-05-25-llava-next-ablations/
https://arxiv.org/abs/2405.01483
https://arxiv.org/pdf/2405.02246


How to improve the model’s reasoning capability?
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● Different VLM architectures

○ Better vision and language alignment

● Augment multimodal models with tools

○ Combine natural language with code for reasoning

Wadekar, Shakti N., et al. "The Evolution of Multimodal Model 
Architectures." arXiv preprint arXiv:2405.17927 (2024).

Yue, Xiang, et al. "MAmmoTH: Building Math Generalist 
Models through Hybrid Instruction Tuning." ICLR 2024.

Why MMMU?Introduction ConclusionHow to improve MM reasoning?



Conclusion
● The MMMU benchmark has proven to be an essential tool for evaluating 

and guiding the development of multimodal models, providing critical 
insights into model strengths and weaknesses.

● Despite progress, models still face significant challenges, particularly in 
domain-specific visual perception, grounding, and handling complex 
reasoning tasks.

● We shall caution that MMMU is not a sufficient test for Expert AGI. 
However, we believe it should be necessary for an Expert AGI to 
achieve strong performance on MMMU to demonstrate their broad and 
deep subject knowledge as well as expert-level understanding and 
reasoning capabilities.

● Future efforts should aim at closing the gap between multimodal models 
and human experts, working towards expert AGI.
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Thank you!
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