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Al Reasoning Has a Long History

Prolog is a logic
programming language
that has automated
theorem proving and
computational linguistics

Allen Newell, Herbert
Simon who created
"Logic Theorist," 1st
thinking machine in 1955

Bayesian networks and
probabilistic models
handle uncertainty and
make informed
decisions.

Neural networks
advance semantic
understanding and

relational reasoning.

LLMs revolutionize
natural language
understanding and
reasoning.
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Why LLM Reasoning? What is Different Today?



Why Reasoning with LLMs?

“Language” as a Universal Interface
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Knowledge as the foundation for understanding and reasoning

This enables models to generalize and reason over unseen questions



Why we care about reasoning?

“Reason is the capacity of applying logic by drawing valid
conclusions from new or existing information... , and is
normally considered to be a distinguishing ability
possessed by humans”

“Intelligence has been defined in many ways: the capacity
for abstraction, logic, understanding, self-awareness,
learning, emotional knowledge, reasoning, planning,
creativity, critical thinking, and problem-solving”



What is Intelligence?

Intelligence as a collection of Intelligence as a general
task-specific skills learning ability
“Much of the human cognitive function is the “Presumably the child brain is something like a
result of special-purpose adaptations to solve notebook as one buys it from the stationer’s.
specific problems.” --Charles Darwin Rather little mechanism, and lots of blank

sheets.” --Alan Turing
“Al is the science of making machines capable

of performing tasks that would require “Al is the science and engineering of making
intelligence if done by humans.” machines do tasks they have never seen”
--Marvin Minsky --John McCarthy

\. / . /

Intelligence measures a model’s ability to efficiently acquire and apply
Skills to achieve goals in novel and dynamic environments

(My view on “Intelligence”)



Towards that, “Generalizing to Novel
and Unseen Tasks” is the key



"Why are we keeping pushing math reasoning®?"

Math reasoning is clearly defined and easy to verify.
Al / CS people understand math well.

Math could be a proxy of general reasoning. Improving
math reasoning could transfer to general LLM capability.



"Why are we keeping pushing math reasoning®?"

Math reasoning is clearly defined and easy to verify.
Al / CS people understand math well.

Math could be a proxy of general reasoning. Improving
math reasoning could transfer to general LLM capability.

That is our hope. But is it true?



Does Math Reasoning Improve General LLM Capabilities?
Understanding Transferability of LLM Reasoning

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin
Du, Radha Poovendran, Graham Neubig, Xiang Yue
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How math reasoning transfers to other reasoning tasks?

Transferability Index on Other Reasoning Tasks
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Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




How math reasoning transfers to other reasoning tasks?

Transferability Index on Other Reasoning Tasks
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Tl measures the
performance delta ratio
(base->fine-tuned)

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




Transferability Index (T1)

Let B, be the set of benchmarks in group g € {math, other, non}, corresponding to each of our
task groups: math reasoning, other reasoning and non-reasoning. Let |B,| be its cardinality. For
each benchmark b € B, we have scores R"°%¢! and Rb@¢. We define the group-level relative gain
as the average of per-benchmark gains:

1
ARy = —

model _ pbase
Rb Rb

Rbase , & € {math, other, non}.
b

Next, the two Transferability Indices are

AR AR
other % 100, TInon(o/o) = non

Tl P0) =
other Rmath Rmath

%X 100.




How math reasoning transfers to other reasoning tasks?

Transferability Index on Other Reasoning Tasks
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Improved math reasoning could transfer to other
reasoning tasks like coding and science reasoning

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




How math reasoning transfers to non-reasoning tasks?

Transferability Index on Non-reasoning Tasks
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Improved math reasoning could transfer to non-reasoning
tasks mostly when models are trained with RL

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




Performance Gain (%)
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While SFT-trained models partially generalize to other reasoning tasks, they
show limited transfer to non-reasoning tasks.

In contrast, RL-trained models exhibit broader generalization across both
reasoning and non-reasoning scenarios.

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)



Why RL can lead to more generalization?



RL exhibits minor distribution shifts than base model

PCA Shift across Models and Tasks
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Hidden Representation Level:
«  We employ PCA analysis to examine the internal hidden state of SFT and RL model.
« d (%) is the Euclidean distance between representation centroids before and after training.

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




RL exhibits minor distribution shifts than base model
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Token Distribution Level:

« KL divergence analysis of RL and SFT models.
« Higher KL divergence indicates greater distribution shifts from the original backbone model.

«  We observe that RL models consistently exhibit significantly lower KL divergence compared to SFT
models across different tasks, suggesting less distribution shift during training..

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




RL exhibits minor distribution shifts than base model
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Token Distribution Level:

« Average token rank shift of SFT and RL models compared to their base models.

« We generate tokens using fine-tuned models and evaluate their rank shifts under the base model's
distribution.

« RL only shifts no less than 0.5 ranks on average compared with the base model.

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)
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Token Distribution Level:

« Visualization of token rank shifts across different position indices for both reasoning and
non-reasoning tasks.

We observe that RL models exhibit less token rank shifts while SFT models demonstrate substantial
rank shifts across numerous positions throughout the sequence..

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)



Visualization of Top Shifted Tokens
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Token Distribution Level:

« Tokens are extracted based on frequency and rank shifts, then categorized as logical-structural words
or content-specific words.

« After training on MATH data, RL model shifts logic-related tokens such as But and So, while the SFT
model shifts various types of tokens, including many irrelevant noisy tokens to the task.

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




Case Study

Domain Query Model Shifted Tokens
(Only 15 tokens experienced rank shift when decoded in
the base model)
RL Model :
In a Now Now define for number second 2 Now ,
Ten treeks add This
welgllz as (390 tokens experienced rank shift)
much as three
sielidl  samil they The again conflicting but m Alternatively
Oieg il make have Hmm hold equations Wait For find check
8 ) Let maybe using written Original pl contrad So
. Two  treeks ) ; : ;
Reasoning and one eoolee There Wait solve I ’s Alternatively Alright so
Task i eqﬁil . SFT Model First solving a either check conflicting write

weight to one
squig. How
many treeks’
weight equals
one squig?

Correct here another Like where ? Still From
where The question / . The where here where
equations Therefore problem check if was the 7
equations together . answer I For or For Wait
matrices this about m either and solve combined 1
problem ten Let equation That If...

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.

"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)



Case Study

(Only 14 tokens experienced rank shift when decoded in
the base model)

RL Model
Write « but » Res formally much step grown
will once Full
(158 tokens experienced rank shift)
Write - Hmm Alright Wait Wait Wait try Another Maybe
sl 1 W Another Alternatively Wait but Wait Wait Diamond
biisi hdhny On A check Who Starting user generate original
Non- . ; 8 ( original example make structure So follow The
reasoning him that I am ) : :
uitting. The instructions user Let ( First ( check says doesn .
Task Znaﬂ }nust to But willingness generated ’s : but says wants
SFT Model so has follow . . The structure the the first is

contain a title
wrapped  in
double angu-
lar brackets

But is structured with However who step like given
repeated then also mention answer adding Let the
concise Since like straightforward . effective
maybe wants But particular The answer the answer
that would « The which original instruction which
with the )". the first context . the providing
Email of The The I first exactly then provide ..

RL models selectively shift task-relevant or logic-token tokens
In contrast, SFT models inappropriately introduce reasoning-related tokens in non-reasoning
queries, leading to unnecessary overthinking that detracts from performance.



Which RL component matters for
generalization?

What is the fundamental
difference of SFT and RL?



A unified loss of SFT and RL (all likelihood)

For prompts x and completions y, let mg(y | x) denote the current policy, and m,¢(y | x) denote
a fixed reference policy (e.g., the initialization).

Supervised fine-tuning (SFT). With reference completions y*, the objective is:
Lspr(0) = _IE(x,y*)~Z) [log o (y* | x)] . (1)

Reinforcement Learning (RL). For the same prompts, we sample y ~ mg and weight each
sample by an advantage A(x, y):

LR1.() = ~ExepEy om0y [A(x, ) - log mo(y | x)]. )

Usually, a KL term is added to prevent the policy model from being too far away from the
initialized model. We generalize these objectives using;:

L4w,8(6) = ~Ex-pEyq(.1x) [w(x,¥) - log me(y | x)] + B Ex-p [KL(7o (- | X) | ret (- | x))].  (3)

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




Which Components of RL Drive Generalization?

There are three major factors in this surrogate loss:

 asampling distribution q(y | x) (Whether being on-policy or off-policy),
o credit weights w(x,y) (uniformly one or weighted by advantage),

* a KL regularization weight B > 0 against a reference policy 7.

Setting Sampling g Weights w KL Reg.
Off-policy SFT Oy 1 0
On-policy SFT o 1 (reject sample) O
Off-policy RL By Advantage A, 0
On-policy RL (no KL) g Advantage A; 0
On-policy RL ) Advantage A; >0

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




Which Components of RL Drive Generalization?

Setting Samplingq Weights w KL Reg.
Off-policy SFT (o 1 0
On-policy SFT o 1 (reject sample) 0
Off-policy RL 8=y Advantage A, 0
On-policy RL (no KL) g Advantage A, 0
On-policy RL o Advantage A; >0

We found:

1. Sampling Distribution (on-policy) matters. SFT with on-policy sampling can transfer the
reasoning capability as well.

2. Negative gradient enables longer chains and more robust and improved performance

3. KL penalty has minor impacts for RL (minor impact on all the performances)

Maggie Huan*, Yuetai Li*, Tuney Zheng*, Xiaoyu Xu, Seungone Kim, Minxin Du, Radha Poovendran, Graham Neubig, and Xiang Yue.
"Does Math Reasoning Improve General LLM Capabilities? Understanding Transferability of LLM Reasoning." arXiv 2025 (*: my advisee)




RL vs On-policy SFT

Response Length Reward
= RL = On-policy SFT = RL = On-policy SFT
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Negative gradient enables longer chains and higher performance ceiling



=> |t seems like that RL exactly demonstrates transferability

and mitigates forgetting during post-training.
However, does RL really forget nothing?

=> We show that in the following paper:

e RL does not exhibit overall level forgetting

(no overall performance degradation)

e But RL still experiences individual level forgetting!



Temporal Sampling for Forgotten Reasoning in LLMs

Yuetai Li," Zhangchen Xu,' Fengaging Jiang,! Bhaskar Ramasubramanian®
Luyao Niu," Bill Yuchen Lin," and Xiang Yue,” Radha Poovendran’

1. University of Washington, 2. Carnegie Mellon University
3. Western Washington University




Overall Score Cannot Tell Everything

Despite the improvement of overall performance, a considerable percentage of questions (from 6.1%
to 16%) answered correctly by the base model may be answered incorrectly after RL/SFT.
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Fine-tuned models like DeepscaleR-1.5B and OpenR1-7B outperform the base model overall but also
forget many questions the base model answered correctly.

Li, Yuetai*, ..., Xiang Yue, and Radha Poovendran. "Temporal Sampling for Forgotten Reasoning in LLMs." arXiv 2025 (*: my advisee)



Temporal Forgetting

Benchmark questions may oscillate between correct and incorrect states across checkpoints during
training. A considerable percentage of questions (from 6.4% to 56.1%) are answered correctly at least
once by some checkpoint during training but are ultimately incorrect in the final checkpoint.

| |
Both Wrong Forget Improve Both Correct
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Checkpoints
(a) (b)

(@) Answer correctness trajectories for different questions across training checkpoints, illustrating
solutions oscillate between correct and incorrect states.
(b) Percentage of questions that are ever forgotten or ever correct at some checkpoint during GRPO.

Li, Yuetai*, ..., Xiang Yue, and Radha Poovendran. "Temporal Sampling for Forgotten Reasoning in LLMs." arXiv 2025 (*: my advisee)



Temporal Sampling

* (Left) We utilizes training dynamics as a source of answer diversity by distributing inference
samples across multiple distinct checkpoints from the training trajectory, rather than relying solely
on the final checkpoint.

* (Right) Pass rate distribution across different training checkpoints when evaluated on AIME24.
Individual problems show varying pass rates over time.
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Li, Yuetai*, ..., Xiang Yue, and Radha Poovendran. "Temporal Sampling for Forgotten Reasoning in LLMs." arXiv 2025 (*: my advisee)
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Temporal Sampling

Temporal Sampling has better test-time scaling performance than sampling only on the final checkpoint.
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Pass@k for different t (numbers of
CKPTs) on the AIME2024, AMC,
and AIME2025 benchmarks when
using Temporal Sampling.

The case t=1 represents the
baseline of standard Pass@k
sampling on the final CKPT.

Temporal Sampling with t=8
outperforms the baseline by more
than 19, 13, and 4 percentage
points on AIME2024, AMC, and
AIME2025, respectively, when
totally sampling 64 responses.

. Yuetai*, ..., Xiang Yue, and Radha Poovendran. "Temporal Sampling for Forgotten Reasoning in LLMs." arXiv 2025 (*: my advisee)



Temporal Sampling

Temporal Sampling has better Majority Voting and Best-of-N performance than sampling only on the
final checkpoint.

AIME24 AMC AIME25
—— "
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t=1 represents standard Majority Voting/ Best-of-N on the final CKPT.
Temporal Sampling outperforms the baseline by up to 8 points given the same # of sampled responses.

Li, Yuetai*, ..., Xiang Yue, and Radha Poovendran. "Temporal Sampling for Forgotten Reasoning in LLMs." arXiv 2025 (*: my advisee)



Open Discussion of RL ’s Role:
Amplify vs Discovery



Debate of RL's Role: Amplify vs Discovery

RL amplifies reasoning patterns
that was already seen during
pre-training.

It only sharpens what it may
already know without crossing
reasoning boundaries.
Improvements come from
selective emphasis, not the
creation of entirely new ideas.

<, Amplify

RL can drive the model beyond
its learned priors into
unexplored reasoning territory.
By valuing successful novelty, it
encourages unexpected
combinations of strategies.

This exploratory pressure yields
new solutions that the base
model rarely produced.

~

=y Discovery
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Amplify vs Discovery

SHARPENING M- = S— DISCOVERY

——==' Pre-trained

v b v XK v

If we view it from the distribution perspective

O, Amplify 2 Discovery

https://pinnate-flare-8f3.notion.site/Sharpening-or-Discovery-RL -or-Meta-RL-How-RL-Improves-LL M-Reasoning-20628c119540805cac48e8492638d88e

40
Li, Yuetai*, ..., Xiang Yue, and Radha Poovendran. "Temporal Sampling for Forgotten Reasoning in LLMs." arXiv 2025 (*: my advisee)
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RL Strengthens Reasoning Patterns in Pre-training

“Aha” Ph 4 R
a" Let’s t;?:zzp by step." /\;(W W CO M M o N

"Alternatively, ..." C

"Breaking it down step by step..." \<}/ RA\N I—
"Thinking about it logically, first..."
"Step 1: Let’s figure out the starting point." Pre-trainin

"If we follow the steps carefully, we get..." Corpus J @ OpenWebMath
"To solve this, lets analyze it piece by piece." \ /
"Going through this systematically, we have..."
"Okay, let's solve this gradually."

"Does that make sense?" @
"Is this correct?"

"Wait, does that check out?"

"Wait, actually... Search over the web

"Oh, hold on..."

"Wait a second..." pre-‘tra|n|ﬂg CoerS

"Actually, let me rethink that."
"Hmm, let me go back for a moment."

Yeo*, E., Tong?, Y., Niu, M., Neubig, G., & Yue, X. (2025). Demystifying Long Chain-of-Thought Reasoning in LLMs. arXiv 2025. (*: my advisee) 42



6 Interpretation of multilevel parameters
W General brms

_ So the question is then to find the right
e prediction task, looking at your setup, those
may include:

So, are you basically stating that | can “forget” this dimensionality property in the first
instance as a sort of analysis phase to see how parameters behave, and come back to the
right dimensionality once it is decided how to use the results?

| am not sure | follow your thought here, but maybe that's just because | would have worded it
differently? | definitely don’t think “forget” is the right word. It is good to be aware of what your “an | am n Ot Su re I fOI IOW yo u r th Ou g ht h ere, but

parameters mean. My point was more like: “OK, so we have interdependent parameters, so

maybe focus less on each parameter separately and rather look what they all together imply m aybe th at 1 S j u st beca u se I Wo u I d h ave

about the world”. Kind of like if you modelled speed and capacity of a vehicle, but were really
interested in how long does it take to transport a pile of stuff - looking at each parameter d d 't d 'ff tI f?
separately tells you something, but it is really hard to interpret without the other parameter. The Wo r e I I e re n y -

model as a whole however contains enough information to answer your question.

ould be to try to find a different iaramelrizalion of the model where the _— An a Iternative a pproach WO u | d be to try to

parameters are interpretable separatelyf but that might be hard JAnd in the end, you will not get

any new information, just a different rephrasing, so if you are not having any problems with fitting, fi n d a d iﬁe re nt para m et ri Zat i O n Of t h e m Od eI

| think it is unlikely to be very helpful.

Also, if this is the parametrization of the process used by many in the field, than maybe poeple W h e re th e param ete rS are i nte rp reta b I e

would expect you to report as (ﬁ)" 1571, because that's what everybody has been doing
(EEash e bt separately, but that might be hard
) .

Does that make sense?

https://discourse.mc-stan.org/t/interpretation-of-multilevel-parameters/20846

The base model might already acquire such skills during pre-training. RL
reinforces and increases the frequency of these patterns.

Yeo® E.. Tong*, Y., Niu, M., Neubig, G., & Yue, X. (2025). Demystifying Long Chain-of-Thought Reasoning in LLMs. arXiv 2025. (*: my advisee)
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RL does not improve Pass@K
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Problem A Efficient Sampling = 0.6 - P
y - S ,A-A'A::ii"_:‘—‘“
K\ 0 i +1 % 05 1 A/“A'A:’ A“A ‘K‘
o A L
~0.4 AT A
0 0 0 0 +1 +1 oV K &
& |
8 031 /A . —— Qwen2.5-7B
Reduced Scope of \ = « 1‘{‘ —+— GRPO-step150
Problem B Reasoning Capacity / 8 0.2 A/ —a—  GRPO-step300
- 8 / GRPO-step450
/ , {\ I 2 4 8 16 32 64128256

s

Number of Samples k

o/
=)
<)

+1

Yue, Yang, et al. "Does reinforcement learning really incentivize reasoning capacity in lIms beyond the base model?." arXiv 2025 44
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RL does improve Pass@K (on novel complex tasks
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Liu, Mingjie, et al. "Prorl: Prolonged reinforcement learning expands reasoning boundaries in large language models." arXiv 2025

46



RL does improve Pass@K (on novel complex tasks)
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Liu, Mingjie, et al. "Prorl: Prolonged reinforcement learning expands reasoning boundaries in large language models." arXiv 2025 47



RL does improve Pass@K (on novel complex tasks)

O Code Highlight Tasks

101 O, e Math 8 @ Math Highlight Tasks
D
- Code 5
C .
[T, e Reasoning Gym
E, o e IFEval/GPQA "
. . x
e g Linear regression (R? = 0.879) )
% L 061 £5 -
=0 Ty
>E = w
_g ()] % s 4 ﬁ .
c 2 0.4 6 :
o o
o®
o0 2
c g 0.2
|
8 1 Mean: 2.6 Mean: 3.7 Mean: 3.6 Mean: 7.6 Mean: 4.1
© PN
]
o4

e
o
/
4
\®
g
Z
3
3
Q
o
%
o
£
?
S
%";
?
?QO
i
2

Diminished Area
— | NS e s g | @ “0&\0‘\ o
0.0 0.2 0.4 0.6 0.8 1.0 S PN
Base Model Pass@128
Tasks that appear e Task Category

frequently in pre-training

Liu, Mingjie, et al. "Prorl: Prolonged reinforcement learning expands reasoning boundaries in large language models." arXiv 2025



RL-trained Model Performance

4 o )
%OO O | Tasks that base model
O O~.: | could solve well. RL
O . L . . . .
004 R just elicits reasoning

Base Model Performance
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RL-trained Model Performance

Tasks that base model
can partly solve. RL could
potentially achieve “new
discovery”

Base Model Performance
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RL-trained Model Performance

Oo O

O OOC‘)‘,’

O R

OO OO . \_’I_|
o oo

Tasks that base model does
not solve well. RL cannot work
due to poor exploration.

Base Model Performance
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RL-trained Model Performance

Base Model Performance
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RL-trained Model Performance

How to solve
the issue?

Base Model Performance

Two Reasons lead to poor exploration:

Lack of knowledge for tasks

Lack of reasoning skills for tasks
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RL-trained Model Performance

o0~L0o Two Reasons lead to poor exploration:

O
5 00, .-
o O ROqe e Lack of knowledge for tasks
Oo .-~ @
5 OOO o e Lack of reasoning skills for tasks
O @
How to solve |
Bkl the issue? Solutions:

>

e Pre-training / Mid-training (e.g.,
synthetic data for long-tail tasks).

e Off-policy RL or Hybrid RL

Base Model Performance



Is Pass@K a good metric?

What it actually measures
Coverage of correct outputs under a specific decoding policy given k tries.
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Is Pass@K a good metric?

What it actually measures
Coverage of correct outputs under a specific decoding policy given k tries.

What if the model knows but can’t say?
e A more advanced decoding strategy could solve the issue

e The model might know whether an answer is correct (e.g., good critic) but
cannot synthesize from scratch
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Is Pass@K a good metric?

What it actually measures
Coverage of correct outputs under a specific decoding policy given k tries.

What if the model knows but can’t say?
e A more advanced decoding strategy could solve the issue

e The model might know whether an answer is correct (e.g., good critic) but
cannot synthesize from scratch

Potential Solutions:

e Probing
e Test the critic ability instead of generation
e Entropy tests (correct chains vs wrong chains)
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What is Intelligence?

Intelligence as a collection of Intelligence as a general
task-specific skills learning ability

a I a I

We are mostly training Al to be strong “problem-solvers”
We might think training Al to be “general learners”

intelligence if done by humans.” machines do tasks they have never seen”
--Marvin Minsky --John McCarthy

Intelligence measures a model’s ability to efficiently acquire and apply
Skills to achieve goals in novel and dynamic environments

(My view on “Intelligence”)
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Thank youl!

Email: xyue?2@andrew.cmu.edu

Homepage: https://xiangyue9607.qithub.io/

Twitter/X: @xiangyue96
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